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## 1 The Euclidean Algorithm

This worksheet provides an introduction to the Euclidean algorithm-in its most basic form, a way to find the largest possible number that evenly divides two other numbers.
Knuth says the Euclidean algorithm is "the oldest nontrivial algorithm that has survived to the present day".

The algorithm has a huge number of applications, from cryptography to coding theory to solving linear equations over the integers.

### 1.1 Greatest Common Divisor

The greatest common divisor (gcd) of two integers is the largest number that "divides" each of them. For example, the greatest common divisor of 15 and 24 is 3 .
The (positive) divisors of 15 are 1, 3, 5, and 15. The (positive) divisors of 24 are 1, 2, 3, 4, 6, 8, 12, 24 . These can be computed with the divisors command:
[1]:

```
print(divisors(15))
print(divisors(24))
```

```
[1, 3, 5, 15]
[1, 2, 3, 4, 6, 8, 12, 24]
```

The gad command computes the gcd of two numbers:
[2]: $\operatorname{gcd}(15,24)$
[2]: 3

We can also compute the gcd of two polynomials:
[3] :

```
R.}\langle\textrm{X}>>= ZZ[
a = x^4-x^3-3*x^2+x+2
b = x^3-4* x^2+x+6
g}=\operatorname{gcd}(\textrm{a},\textrm{b}
print(a)
print(b)
```

```
print(g)
x^4 - x^3 - 3*x^2 + x + 2
x^3 - 4*x^2 + x + 6
x^2 - x - 2
```

To double-check this computation, we could also explicitly factor the polynomials and look for their common factors:
[4]:

```
print(factor(a))
print(factor(b))
print(factor(g))
```

$(x-2) *(x-1) *(x+1)^{\wedge} 2$
$(x-3) *(x-2) *(x+1)$
$(\mathrm{x}-2) *(\mathrm{x}+1)$

### 1.2 Computation of gcd

How should the gcd of two numbers (or polynomials) be computed? The most straightforward way of finding all the divisors of the numbers and then selecting the greatest is quite inefficient and not a good way except in small cases.

Fortunately, the Euclidean algorithm provides a different and efficient way of computing greatest common divisors.

It is based on the following simple identity:

$$
\operatorname{gcd}(a, b)=\operatorname{gcd}(a, b-a)
$$

This holds as a result of the property that any number which divides both $a$ and $b$ also divides their difference.

### 1.2.1 How does this help?

At first this might look useless, since it would seem that we would need to already know how to compute gcds in order to make use of it.

However, it suggests a recursive algorithm. Suppose $b>a>0$ so that $b-a$ is positive but smaller than $b$. In this sense computing $\operatorname{gcd}(a, b-a)$ is simpler than computing $\operatorname{gcd}(a, b)$.
Example: $\operatorname{gcd}(15,24)=\operatorname{gcd}(15,9)=\operatorname{gcd}(9,6)=\operatorname{gcd}(6,3)=\operatorname{gcd}(3,3)=\operatorname{gcd}(3,0)=3$
Repeatedly subtracting the larger from the smaller number must eventually reach 0 and we know that $\operatorname{gcd}(x, 0)=x$.

### 1.2.2 A closer look

Repeated subtractions are wasteful. For example:

$$
\operatorname{gcd}(1,1000)=\operatorname{gcd}(1,999)=\operatorname{gcd}(1,998)=\cdots=\operatorname{gcd}(1,1)=\operatorname{gcd}(1,0)=1
$$

A better idea: subtract off as many multiples of $a$ as possible at each step. In other words, we use the identity

$$
\operatorname{gcd}(a, b)=\operatorname{gcd}(a, b-q a)
$$

where $q$ is as large as possible so that $b-q a$ remains positive.
Look familiar? The largest value of $q$ for which $b-q a$ is positive is $q=\lfloor b / a\rfloor$ (the floor of $b / a$ ).
Then $b$ - qa is just the remainder of $b$ divided by $a$ (commonly denoted by $b \bmod a$ ). In the worksheet on basic algebraic operations we already saw how to compute this.

### 1.3 The Basic Euclidean Algorithm

Here's basic pseudocode for the Euclidean algorithm on nonnegative $b \geq a$ :

```
if a = 0 then
    return b
# Compute remainder of b divided by a
r = b % a
return gcd(r, a)
```

In fact, this even works if $a>b$, since then $r$ will be set to $b$ and $\operatorname{gcd}(b, a)$ will be returned-in other words, the order of the parameters will be swapped so the first parameter is larger.

### 1.3.1 Sage implementation

[5](3) :

```
# Compute the gcd of a and b
def my_gcd(a, b):
    if a == 0:
        return b
    return my_gcd(b % a, a)
my_gcd(15, 24)
```


### 1.4 The Iterative Euclidean Algorithm

The above algorithm can also be written iteratively to avoid recursion.
We start by setting $r_{0}:=a, r_{1}:=b$ and then iteratively compute new remainders via

$$
r_{i+1}:=r_{i-1} \bmod r_{i} .
$$

It follows that $\operatorname{gcd}\left(r_{0}, r_{1}\right)=\operatorname{gcd}\left(r_{1}, r_{2}\right)=\cdots=\operatorname{gcd}\left(r_{l}, r_{l+1}\right)$ and once a remainder in this sequence becomes 0 we can stop and return the last nonzero entry.

### 1.4.1 Sage implementation

[6] :

```
# Compute the sequence of remainders in the Euclidean algorithm on (a, b)
def remainder_sequence(a, b):
    r = [a, b]
    while r[-1] != 0:
        r.append(r[-2] % r[-1])
    return r
print(remainder_sequence(15, 24))
```

$[15,24,15,9,6,3,0]$

### 1.4.2 Big examples

The beauty of this algorithm is that works well on very large numbers.
[7]:

```
# Compute the remainder sequence of two primes with 50 bits
print(remainder_sequence(random_prime(2^50), random_prime(2^50)))
```

[323809580401519, 66012310738961, 59760337445675, 6251973293286, 3492577806101, 2759395487185, 733182318916, 559848530437, 173333788479, 39847165000, 13945128479, 11956908042, 1988220437, 27585420, 2070197, 672859, 51620, 1799, $1248,551,146,113,33,14,5,4,1,0]$
[8] :

```
a = (2~200).next_prime()
b = (2*a).next_prime()
c = (2*b).next_prime()
print([a, b, c])
```

[1606938044258990275541962092341162602522202993782792835301611, 3213876088517980551083924184682325205044405987565585670603291, 6427752177035961102167848369364650410088811975131171341206759]
[9]:

```
print([a*b, b*c])
my_gcd(a*b, b*c)
```

[5164499756173817179311838344006023748659411585658447025662940113567952565221704 229010462939626220565692533181916314201801, 206579990246952687172473533760240949 94637646342633788102652772825239693424760408352160026690944471250656215887151496 843869]
[9]: 3213876088517980551083924184682325205044405987565585670603291
[10]:

```
print(remainder_sequence(a*b,b*c))
```

[5164499756173817179311838344006023748659411585658447025662940113567952565221704 229010462939626220565692533181916314201801, 206579990246952687172473533760240949 94637646342633788102652772825239693424760408352160026690944471250656215887151496 843869, 516449975617381717931183834400602374865941158565844702566294011356795256 5221704229010462939626220565692533181916314201801, 1012370967883163873591436118174932439588987886083159486240036665 , 565642191579164576990770656504089236087815453811543078026179216 , 446728776303999296600665461670843203501172432271616408213857449, 118913415275165280390105194833246032586643021539926669812321767 , 89988530478503455430349877171105105741243367651836398776892148, 28924884796661824959755317662140926845399653888090271035429619, $3213876088517980551083924184682325205044405987565585670603291,0]$

### 1.4.3 A polynomial example

The same basic algorithm works for polynomials as well. Recall that in this case the "size" of a polynomial is given by its degree. In this case, the remainders will form a sequence that strictly decrease in degree.

Note that the gcd is not unique here: if $g$ is a gcd then any constant multiple of $g$ will also be a gcd. To have a single canonical answer, we can enforce uniqueness by specifying that the leading coefficient of a gcd is 1 .
[11]:

```
# Compute with polynomials with rational coefficients
R.}\langle\textrm{X}>= QQ[
a = x^4-x^3-3*x^2+x+2
b = x^3-4*x^2+x+6
# Compute remainder sequence of a and b in R = QQ[x]
def remainder_sequence_poly(a, b):
    r = [a, b]
    while r[-1] != 0:
        g = r[-2] % r[-1]
        if g != 0:
            g = g/g.leading_coefficient()
        r.append(g)
    return r
# Compute normalized gcd of a and b
def my_gcd_poly(a, b):
    g = remainder_sequence_poly(a, b) [-2]
    return g/g.leading_coefficient()
print(a)
print(b)
```

```
print(remainder_sequence_poly(a, b))
print(my_gcd_poly(a, b))
```

$x^{\wedge} 4-x^{\wedge} 3-3 * x^{\wedge} 2+x+2$
$x^{\wedge} 3-4 * x^{\wedge} 2+x+6$
$\left[x^{\wedge} 4-x^{\wedge} 3-3 * x^{\wedge} 2+x+2, x^{\wedge} 3-4 * x^{\wedge} 2+x+6, x^{\wedge} 2-x-2,0\right]$
$x^{\wedge} 2-x-2$
[12]:

```
# A larger example - note that the coefficients of the remainder polynomials may\sqcup
    \rightarrow \text { not be integers}
a = (x+1) ~ 2* (x-1) ^5
b = (x+1) - 5* (x-1) - 2
print(remainder_sequence_poly(a, b))
print(my_gcd_poly(a, b))
```

$\left[x^{\wedge} 7-3 * x^{\wedge} 6+x^{\wedge} 5+5 * x^{\wedge} 4-5 * x^{\wedge} 3-x^{\wedge} 2+3 * x-1, x^{\wedge} 7+3 * x^{\wedge} 6+x^{\wedge} 5-5 * x^{\wedge} 4-\right.$
$5 * x^{\wedge} 3+x^{\wedge} 2+3 * x+1, x^{\wedge} 6-5 / 3 * x^{\wedge} 4+1 / 3 * x^{\wedge} 2+1 / 3, x^{\wedge} 5-2 * x^{\wedge} 3+x, x^{\wedge} 4-$
$\left.2 * x^{\wedge} 2+1,0\right]$
$x^{\wedge} 4-2 * x^{\wedge} 2+1$
[13] :

```
print(my_gcd_poly(a, b) == (x+1)~ 2*(x-1) ~2)
```

True

### 1.5 Algorithm Analysis

We saw that Euclid's algorithm seems fast, but how fast?
Suppose that $a$ and $b$ have length at most $n$. On each iteration the remainders decrease so all remainders have length at most $n$. Thus the computation of each remainder uses $O\left(n^{2}\right)$ word operations. Since the remainders decrease on each loop iteration there can be at most $n$ iterations. (Or at most $m+1$ iterations, since after the first iteration the remainder will have degree at most m.)

Thus, Euclid's algorithm on length $n$ integers requires $O\left(n^{3}\right)$ word operations. Similarly, Euclid's algorithm on degree $n$ polynomials requires $O\left(n^{3}\right)$ coefficient operations.

While this is correct, it is not actually a tight bound: the analysis can be improved. Recall from the previous worksheet that division with remainder on operands of size $n$ and $m$ requires $O((n-$ $m+1) \cdot m$ ) word/coefficient operations. Say that $c$ is a constant hidden by the O notation, i.e., the remainder can be performed in at most $c \cdot(n-m+1) \cdot m$ operations.
Let $n_{i}$ denote the size of $r_{i}$ and say there are up to $l$ iterations of the while loop. The total number of word/coefficient operations used is at most $\sum_{i=1}^{l} c \cdot\left(n_{i-1}-n_{i}+1\right) \cdot n_{i}$.
Note that $\sum_{i=1}^{l}\left(n_{i-1}-n_{i}+1\right)=n_{0}-n_{l}+l \leq 2 \cdot n$ since each term cancels with the subsequent term and there are at most $n$ iterations of the loop.

Then the total cost is at most

$$
\sum_{i=1}^{l} c \cdot\left(n_{i-1}-n_{i}+1\right) \cdot n_{i} \leq c \cdot m \cdot \sum_{i=1}^{l}\left(n_{i-1}-n_{i}+1\right) \leq 2 \cdot c \cdot n \cdot m
$$

operations. In other words, a quadratic cost of $O(n m)$ operations.

### 1.6 The Extended Euclidean Algorithm

One of the many applications of the Euclidean algorithm is to solve linear equations over the integers-known as linear Diophantine equations.

For example, given integers $a, b$, and $d$ can you solve

$$
a x+b y=d
$$

for integers $x$ and $y$ ?

### 1.6.1 Bézout's identity

Any common divisor of $a$ and $b$ must also divide $a x$ and $b y$, and therefore must divide $a x+b y=d$. In particular, the greatest common divisor of $a$ and $b$ must divide $d$ for this equation to have a solution. That is, $d$ being a multiple of $\operatorname{gcd}(a, b)$ is a necessary condition for this equation to be solvable.

Bézout's identity says that this condition is also a sufficient condition. In other words, Bézout's identity describes exactly when this equation has solutions-namely, exactly when $d$ is a multiple of $\operatorname{gcd}(a, b)$. In particular, solutions will exist when $d=\operatorname{gcd}(a, b)$. The Extended Euclidean algorithm (EEA) gives a method that solves this equation.
The EEA performs the same operations as the normal Euclidean algorithm but it also keeps track of additional information. In particular, on the $(i-1)$ th loop iteration this extra information is a solution pair $(x, y)$ of the equation

$$
\begin{equation*}
a x+b y=r_{i} . \tag{*}
\end{equation*}
$$

Then the second-last iteration provides a solution of $a x+b y=r_{l-1}=d$ (where there are $l$ loop iterations).

### 1.6.2 Initializing the EEA

To start off with, note that we can easily find solutions of $(*)$ for the initial values $i=0,1$.
In particular, we have

$$
\begin{aligned}
& a \cdot 1+b \cdot 0=a=r_{0} \\
& a \cdot 0+b \cdot 1=b=r_{1} .
\end{aligned}
$$

In other words, if $\left(x_{i}, y_{i}\right)$ denotes a solution to $(*)$ then we can start off with

$$
\begin{aligned}
& \left(x_{0}, y_{0}\right)=(1,0) \\
& \left(x_{1}, y_{1}\right)=(0,1)
\end{aligned}
$$

### 1.6.3 Iteration step in the EEA

Suppose we are on the $i$ th loop iteration of the EEA. On the previous two loop iterations we stored solutions $\left(x_{i-2}, y_{i-2}\right)$ and $\left(x_{i-1}, y_{i-1}\right)$ which satisfy

$$
\begin{aligned}
& a x_{i-2}+b y_{i-2}=r_{i-2} \\
& a x_{i-1}+b y_{i-1}=r_{i-1}
\end{aligned}
$$

Recall that $r_{i}=r_{i-2} \bmod r_{i-1}$ since $r_{i}=r_{i-2}-q r_{i-1}$ where $q=\left\lfloor r_{i-2} / r_{i-1}\right\rfloor$. Note that we can take the first of the two equations above and subtract off $q$ copies of the second equation to form the new equation

$$
a\left(x_{i-2}-q x_{i-1}\right)+b\left(y_{i-2}-q y_{i-1}\right)=r_{i-2}-q r_{i-1}=r_{i}
$$

Thus, we set $x_{i}:=x_{i-2}-q x_{i-1}$ and $y_{i}:=y_{i-2}-q y_{i-1}$.

### 1.6.4 Example

The following is a Sage implementation of the EEA (along with printing the sequence of equations produced as output for demonstration). Note that // in sage denotes integer division, i.e., $\mathrm{a} / / \mathrm{b}$ means $\lfloor a / b\rfloor$.
[14]:

```
# Returns integers ( }x,y\mathrm{ ) such that }a*x+b*y=gcd(a,b
def eea(a, b):
    r = [a, b]
    x = [1, 0]
    y = [0, 1]
    print("{}*({}) + {}*({}) = {}".format(a, x[0], b, y[0], r[0]))
    print("{}*({}) + {}*({}) = {}".format(a, x[1], b, y[1], r[1]))
    while r[-1] != 0:
        q = r[-2]//r[-1]
        r.append(r[-2]-q*r[-1])
        x.append(x[-2]-q*x[-1])
        y.append(y[-2]-q*y[-1])
        print("{}*{} + {}*{} = {}".format(a, x[-1], b, y[-1], r[-1]))
    return x[-2], y[-2]
```

a, $b=15,24$
$\mathrm{x}, \mathrm{y}=\mathrm{eea}(\mathrm{a}, \mathrm{b})$
print ([x,y])

```
15*(1) + 24*(0) = 15
15*(0) + 24*(1) = 24
15*1 + 24*0 = 15
15*-1 + 24*1 = 9
15*2 + 24*-1 = 6
15*-3 + 24*2 = 3
15*8 + 24*-5 = 0
[-3, 2]
```

[15](3):

```
x*a + y*b
```


### 1.6.5 Analysis of the EEA

The analysis of the EEA proceeds in the same basic way as the analysis of the standard Euclidean algorithm except now there are a few new expressions that add to the cost-in particular, the two new multiplications $q x_{i-1}$ and $q y_{i-1}$.

This is slightly tricky to analyze as the values of $x_{i}$ and $y_{i}$ increase in absolute value as $i$ increases. However, one can show that $\left|y_{i}\right| \leq a$ and $\left|x_{i}\right| \leq b$ will hold for all $i$. Thus $y_{i}$ has length at most $n$ and $x_{i}$ has length at most $m$ and these bounds will be sufficient in the analysis.

Let $q_{i}$ denote the value of $q$ on the $i$ th iteration. The definition of $q_{i}$ implies that len $\left(q_{i}\right) \leq$ $\operatorname{len}\left(r_{i-1}\right)-\operatorname{len}\left(r_{i-2}\right)+1$ and using this for $2 \leq i \leq l$ we derive

$$
\sum_{i=2}^{l} \operatorname{len}\left(q_{i}\right) \leq \operatorname{len}\left(r_{1}\right)-\operatorname{len}\left(r_{l}\right)+l-1 \leq 2 m
$$

by a similar "term cancellation" argument as before.
Since $y_{1}=1$ the multiplication $q_{1} \cdot y_{1}$ is free. The total cost of computing all multiplications $q_{i} \cdot y_{i}$ for $i=2, \ldots, l$ is then

$$
\sum_{i=2}^{l} \operatorname{len}\left(y_{i}\right) \cdot \operatorname{len}\left(q_{i}\right) \leq \operatorname{len}(a) \cdot \sum_{i=2}^{l} \operatorname{len}\left(q_{i}\right) \leq n \cdot(2 m)=2 n m .
$$

The multiplications $q_{i} \cdot x_{i}$ are similarly handled and this gives a total running cost of $O(n m)$ word operations to perform the extended Euclidean algorithm.

### 1.6.6 Built-in Sage function

Sage also provides the built-in function which performs the EEA: $\operatorname{xgcd}(a, b)$ returns a triple $(g, x, y)$ satisfying $g=x a+y b$ where $g=\operatorname{gcd}(a, b)$.
[16](((3,-3,2))):

```
xgcd}(15,24
```


### 1.6.7 Typical Behaviour

We've seen that the EEA run on two polynomials of degree $n$ will require $O\left(n^{2}\right)$ operations in the coefficient ring-or rather field, since the Euclidean algorithm performs division by the leading coefficient of the polynomials in the remainder sequence. This is in order to keep their leading coefficients 1 . (Which ensures the leading coefficients are invertible so that the division algorithm works.)

Although this analysis is correct it isn't the entire story, operations in a coefficient field are not always the same difficulty. For example, computing the sum of two single-digit numbers is easier than computing the sum of two million-digit numbers.

Running the Euclidean algorithm on two small random polynomials over the rationals makes this point clear, as the coefficients of the polynomials in the remainder sequence will grow significantly in size, even if the initial coefficients are small integers and the gcd itself is small:
[17]:

```
a = R(random_vector(ZZ, 12).list())
b = R(random_vector(ZZ, 12).list())
print(a)
print(b)
print(remainder_sequence_poly(a,b))
```

$2 * x^{\wedge} 11+2 * x^{\wedge} 9+10 * x^{\wedge} 8-x^{\wedge} 7-3 * x^{\wedge} 6-3 * x^{\wedge} 5-2 * x^{\wedge} 4-x^{\wedge} 3+4 * x^{\wedge} 2-\mathrm{x}+1$
$53 * x^{\wedge} 11-5 * x^{\wedge} 10+x^{\wedge} 9+x^{\wedge} 8-x^{\wedge} 7-x^{\wedge} 6-10 * x^{\wedge} 5-8 * x^{\wedge} 4+x^{\wedge} 3-x$
$\left[2 * x^{\wedge} 11+2 * x^{\wedge} 9+10 * x^{\wedge} 8-x^{\wedge} 7-3 * x^{\wedge} 6-3 * x^{\wedge} 5-2 * x^{\wedge} 4-x^{\wedge} 3+4 * x^{\wedge} 2-x+1\right.$,
$53 * x^{\wedge} 11-5 * x^{\wedge} 10+x^{\wedge} 9+x^{\wedge} 8-x^{\wedge} 7-x^{\wedge} 6-10 * x^{\wedge} 5-8 * x^{\wedge} 4+x^{\wedge} 3-x, x^{\wedge} 10+$
$52 / 5 * x^{\wedge} 9+264 / 5 * x^{\wedge} 8-51 / 10 * x^{\wedge} 7-157 / 10 * x^{\wedge} 6-139 / 10 * x^{\wedge} 5-9 * x^{\wedge} 4-11 / 2 * x^{\wedge} 3+$
$106 / 5 * x^{\wedge} 2-51 / 10 * x+53 / 10, x^{\wedge} 9+27961 / 2818 * x^{\wedge} 8-946 / 1409 * x^{\wedge} 7-3772 / 1409 * x^{\wedge} 6$
$-6853 / 2818 * x^{\wedge} 5-4455 / 2818 * x^{\wedge} 4-3945 / 2818 * x^{\wedge} 3+11379 / 2818 * x^{\wedge} 2-1471 / 1409 * x+$
$2781 / 2818, x^{\wedge} 8-3338746 / 77396381 * x^{\wedge} 7-19041632 / 77396381 * x{ }^{\wedge} 6$ -
$17720385 / 77396381 * x^{\wedge} 5-10871157 / 77396381 * x \wedge 4-14086289 / 77396381 * x^{\wedge} 3+$
$32264795 / 77396381 * x^{\wedge} 2-8875214 / 77396381 * x+7668835 / 77396381, x^{\wedge} 7+$
15508063217/19217962339*x^6 - 1338471071/619934269*x^5 +
3591373820/19217962339*x^4 - 13095251147/19217962339*x^3 -
$7297750702 / 19217962339 * x^{\wedge} 2-1406736623 / 19217962339 * x-2362719627 / 19217962339$,
x^6 - 5371361144788/6201159641577*x^5 + 1669717966618/6201159641577*x^4 -
$910308807104 / 6201159641577 * x^{\wedge} 3+399087837905 / 6201159641577 * x^{\wedge} 2-$
14303874283/689017737953*x - 12951702031/6201159641577, x^5 +
$233785049918326 / 1959056245934675 * x^{\wedge} 4+1000784667472534 / 1959056245934675 * x^{\wedge} 3+$
$933757252086482 / 1959056245934675 * x^{\wedge} 2+72787594141107 / 1959056245934675 * \mathrm{x}+$
$239012273252672 / 1959056245934675$, $x \wedge 4+12375788523413343 / 12788919778553402 * x^{\wedge} 3$

- 76888825452216779/19183379667830103*x^2 +
$65694495957177509 / 76733518671320412 * x-73122382105394761 / 76733518671320412$, $\mathrm{x} \wedge 3$
- 946699931209887257/1337443149489741313*x^2 +
859790215008916227/2674886298979482626*x -
343850618976873841/2674886298979482626, x^2 -
748766213682914719753/5276094281920893161272*x +
1237915364183129484215/5276094281920893161272, x +
29374961845979394408979/45019412765164226922107, 1, 0]

Similarly, the coefficients in the $x$ and $y$ produced by the xgcd function will typically grow large, even when the gcd itself is small:
[18]:

```
g, x, y = xgcd(a,b)
print(x)
print(y)
print(a*x+b*y)
```

```
-2386028876553704026871671/144623594130288304968172*x^10 +
890985020831364519143211/72311797065144152484086*x^9 +
588879484908986938205631/144623594130288304968172*x^8 -
171891129757941914366053/72311797065144152484086*x^7 -
117830375171716671812619/144623594130288304968172*x^6 +
33020854037952024452469/72311797065144152484086*x^5 +
103316492085252646869336/36155898532572076242043*x^4 +
15836118056459116210291/36155898532572076242043*x^3 -
398690198309083128479059/144623594130288304968172*x^2 -
27717131318221048440317/144623594130288304968172*x + 1
45019412765164226922107/72311797065144152484086*x^10 -
29374961845979394408979/72311797065144152484086*x^9 +
15143916694808074431123/36155898532572076242043*x^8 +
200523609748123978049097/72311797065144152484086*x^7 -
359516572315683777681005/144623594130288304968172*x^6 -
61025222548225577084585/36155898532572076242043*x^5 +
23845911118901787843043/144623594130288304968172*x^4 +
79877759054852014325775/144623594130288304968172*x^3 +
900048044295730031113/3805884056060218551794*x^2 +
103760654765145569916973/72311797065144152484086*x -
172340725448509353408489/144623594130288304968172
1
```

The methods of modular arithmetic provide a way to better control the size of the coefficients, and in addition provide an algorithm that can compute the gcd of two polynomials in $\mathbb{Z}[x]$ (instead of in $\mathrm{Q}[x]$ ). Modular arithmetic will be the subject of the next topic covered in the course.

